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Abstract

Rainfallis one of the most complex and difficult elements of the hydrology cycle to understand and to model due to the tremendous
range of variation over a wide range of scales both in space and time. The complexity of the atmospheric processes that generate
rainfall makes quantitative forecasting of rainfall an extremely difficult task. Thus, accurate rainfall forecasting is one of the
greatest challenges in operational hydrology, despite many advances in weather forecasting in recent decades. In this article, a
data set containing the monthly rainfall of Tamilnadu for a period of 136 years (1871 - 2006) was analysed and the prediction of
annual rainfall of Tamilnadu was made through Box-Jenkins ARIMA model, traditional statistical time series forecasting model and
some of the learning algorithms of artificial neural networks. The results are compared using the error measure MAPE. Itis found
that the Radial Basis Function learning algorithm gives better prediction when compared to the other models discussed in this

paper.
Keywords : ARIMA, Learning Algorithm, MAPE.

l. INTRODUCTION

Weather forecasting is one of the most imperative
and demanding operational responsibilities carried out by
meteorological services all over the world. Several
stochastic models have been attempted to forecast the
occurrence of rainfall, to investigate its seasonal variability,

to forecast monthly or yearly rainfall of a region. This
paper evaluates the soft computing techniques and
conventional statistical approach

based on Box-Jenkins Autoregressive Integrated
Moving Average (ARIMA) model to predict the annual
rainfallin Tamilnadu.

II. LITERATURE SURVEY

The association between the southwest and
northeast monsoon rainfall over Tamilnadu have been
examined for 100 years period from 1877-1976 through a
correlation analysis by O.N. Dhar and P.R. Rakhecha
[13]. The average rainfall series of Tamilnadu for the
northeast monsoon months of October to December and
the season as a whole were analysed for trends,
periodicities and variability using standard statistical
methods by O. N. Dhar, P. R. Rakhecha, and A. K.
Kulkarni [15]. The local and teleconnective association
between Northeast Monsoon Rainfall (NEMR) over
Tamilnadu and global Surface Temperature Anomalies
(STA) were examined using the monthly grid-ded STA
data for the period 1901-2004 by Balachandran S.,
Asokan R. and Sridharan S [3]. The trends, periodicities
and variability in the seasonal and annual rainfall series of
Tamilnadu were analysed by O. N. Dhar, P. R. Rakhecha,
and A. K. Kulkarni [14]. The5 prediction of annual rainfall
over Tamilnadu have been made by using AutoRegressive

Integrated Moving Average method by M. Nirmala and
S.M. Sundaram[12].

lll. STUDY AREA

Tamilnadu stretches between 8o 5' N and 130 35'N
latitudes and between 780 18'E and 800 20" E longitudes.
Tamilnadu is in the southeastern portion of the Deccan
which extends from the Vindhya mountains in the north to
Kanyakumari in the south. It is bounded on the north by
the states, Andhra Pradesh and Karnataka, on the east by

Fig. 1. Map of Tamilnadu
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In India, the state Tamilnadu receives rainfall in both
southwest and northeast monsoons. Agriculture is more
dependent on the northeast monsoon. Important crop
seasons such as Samba, Thaladi and Navarai depend on
the northeast monsoon. Hence, the rainfall during October
to December plays an important role in deciding the fate of
the agricultural economy of the state. Another important
agro - climatic zone is the Cauvery river delta zone, which
depends on the southwest monsoon. The period October
to December is referred to as Northeast Monsoon season
over peninsular India. Northeast Monsoon season is the
major period of rainfall activity over south peninsula,
particularly in the eastern half comprising of the
meteorological Tamilnadu. This is the main rainy season
accounting for about 48% of the annual rainfall. Coastal
districts of the State get nearly 60% of the annual rainfall
and the interior districts get about 40-50% of the annual
rainfall. Tamilnadu should normally receive 979 mm of
rainfall every year. Approximately 33% is from the
southwest monsoon and 48 % is from the northeast
monsoon.

IV. MATERIALS AND METHODS

Adataset containing atotal of 136 years (1871 - 2006)
monthly rainfall totals of Tamilnadu was obtained from
Indian Institute of Tropical Meteorology (IITM), Pune,
India. The annual rainfall totals of 136 years were
calculated from the dataset. The data set was splitted into
atraining data (1871 - 1980) consisting of 110 years and a
testdata (1981 - 2006) with 26 years.

A. Box-Jenkins ARIMA Model

A powerful model for describing stationary and non -
stationary time series is Autoregressive Integrated Moving
Average process (ARIMA) of order (p, d, q). A simple
regression model can be represented as

Yt= bo + b1 Yt_1 + bg Yt—2 o + bth_p + € [1]

where Y, is the forecast variable, Y, , ...... , Y, are
explanatory variables and e, is the error term. The name
Auto Regression is used to denote the above equation due
to the time-lagged values of the explanatory variable. The
moving average model uses the past errors as the
explanatory variables. A simple moving average model is
represented as follows:

Yi=botbig_s+bye ot .......... +bpet_p+et [2]

The autoregressive model and the moving average model
are efficiently coupled to form a general and useful class of
time series model called Autoregressive Moving Average
Model (ARMA). This class of models can be extended to
non-stationary time series by differencing the data series.
These models are called Box-Jenkins Autoregressive
Integrated Moving Average Models [7].

B. Artificial Neural Network

An Artificial Neural Network is a computational model
inspired by biological neural networks both structurally and
functionally. It consists of a group of interconnected
computation units called neurons. A neuron takes inputs
and transforms them into certain form of output based on
its specific activation function. Different types of Artificial
Neural Networks take variant forms of activation functions
and inter-neuron connections to model the underlying
complex mathematical relationships between the inputs
and the outputs of different types of systems. Numerous
Artificial Neural Network models have been developed for
time series prediction. Among them, the two major types of
Artificial Neural Networks are Multi-Layer Perceptron
(MLP) networks and Radial Basis Function (RBF)
networks. Multi-Layer Perceptron and Radial Basis
Function are feed forward networks. These layered
networks have been applied to various problems such as
pattern recognition, prediction, and function
approximation.  Multi-Layer Perceptron networks and
Radial Basis Function networks conduct off-line iterative
learning over a set of stored training data. Because the
learning process has full control of the training data set,
many methods like batch learning, multiple random
initialization, etc. can be used to optimize and speedup the
learning towards the minimum of the objective function,
which is some form of error evaluation. Artificial Neural
Networks do not have any stationarity constraint on the
time series to be learned and predicted.

A multilayer perceptron is a feedforward artificial
neural network model that maps sets of input data onto a
set of appropriate output. It is a modification of the
standard linear perceptron in that it uses three or more
layers of neurons (nodes) with nonlinear activation
functions, and is more powerful than the perceptronin that.
It can distinguish data that is not linearly separable, or
separable by a hyperplane. The Multilayer feedforward
network consist of a set of sensory units that constitute the
input layer, one or more hidden layers of computation
nodes, and an output layer of computation nodes. The
input signal propagates through the network in a forward
direction, on a layer-by-layer basis. Mathematically, a
multilayer perceptron network is a function consisting of
composition of weighted sum of the functions
corresponding to the neurons

The Backpropagation training algorithm was first
described by Rumelhart and McClelland in 1986. It was
the first practical method for training neural networks.
Because the error information is propagated backward
through the network, this type of training method is called
backward propagation. The idea of Backpropagation was
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to minimize some output error function by easily
computable updates of weights. In this algorithm, at first
step, the input and desired output are identified. Then an
arbitrary weight vector w, is initialized. Then the feed
forward neural network is iteratively adopted according to
the recursion formula,

Wics 1= W + 1 di 3]

where w,, denotes the weight matrix at epoch k. The
positive constant is called the learning rate. The
direction vector, d, is negative of the gradient of the output
error function,

dk =-V E(Wk). [4]

Batch learning and On-line learning are the two
standard learning methods in Backpropagation algorithm.
In batch learning, all the pairs consisting of input and target
patterns in the training set are treated as a batch and after
training the training set, the network is updated. But

whereas in on-line learning, the weights of the network
are updated immediately after the presentation of each
pair of input and target patterns.

The purpose of neural network training is to produce
appropriate output patterns for corresponding input
patterns. Itis achieved by an iterative learning process that
updates the neural network weights based on the neural
network response to a set of training input patterns.
Learning can be categorized as supervised,
reinforcement, unsupervised or hybrid. Supervised
learning occurs when the correct output pattern is known
and used during training. In reinforcement learning the
correct output is not known but a measure of the
correctness of a network output response can be
computed. Unsupervised learning does not require a
correct output to be available during training. Different
learning rules form the basis of different training algorithms
and their applicability is dependent on the neural network
architecture and the learning category being used.

Gradient DescentAlgorithm

The original procedure used in the gradient descent
algorithm is to adjust the weights towards convergence
using the gradient. It uses a gradient search technique to
minimize a cost function equal to the sum square
difference between desired and estimated net outputs.
Derivatives of error (called delta vectors) are calculated for
the network's output layer, and then backpropagated
through the network until delta vectors are available for
each hidden layer of the network.

Scaled Conjugate GradientAlgorithm

A search is made along conjugate directions rather in
steepest descent directions for faster convergence in
Conjugate Gradient Algorithm. Then a line search is
performed to determine the optimal distance to move
along the current search direction. In Scaled Conjugate
Gradient Algorithm, the time consuming line search at
each iteration is avoided by combining the model trust
region approach in conjugate GradientAlgorithm.

Radial Basis Function

Radial Basis Function network is also a feedforward
network but has only one hidden layer. It uses radial
combination functions in the hidden layer, based on the
squared Euclidean distance between the input vector and
the hidden vector. Radial Basis Function is a kernel
function that is symmetric with respect to the origin. Hence
its variable is the norm distance from the origin. In Neural
Networks, Radial basis functions have been applied as a
replacement for the sigmoidal hidden layer transfer
characteristic in Multi-Layer Perceptron. The Gaussian
Radial Basis function uses exponential or softmax
activation function in the hidden layer. Radial Basis
Function networks have the advantage that they do not
suffer from local minima as Multi-Layer Perceptron do,
since the only parameter that are adjusted in the learning
process are the linear mapping from hidden layer to output
layer. It has any number of inputs and any number of
outputs with any activation function. It has connections
between the input and the hidden layer and connections
between the hidden and the output layer.

V. RESULTS AND DISCUSSIONS
A. Box-Jenkins ARIMA Model:

A good starting point for time series analysis is a
graphical plot of the data.

Time series Plat of Anrual Rainfall of Tamilmadu
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Fig. 2. Time series plot of Annual rainfall of Tamilnadu
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To check the normality of the rainfall series, Anderson
— Darling test is made. Anderson-Darling test compares
the empirical cumulative distribution function of the data
with the distribution expected if the data is normal. If this
observed difference is sufficiently large, the test will reject
the null hypothesis of population normality. The test
statistic value is 0.155 and p > 0.01. This shows that the
annual rainfall series of Tamilnadu is normal.
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Fig. 3. Normality plot of Annual Rainfall in Tamilnadu

The autocorrelation coefficient is a valuable tool for
investigating properties of an empirical time series.
Autocorrelations can be used to determine whether there
is any pattern like AR, MA, ARMA and ARIMAin the time
series. The absence of such patterns shows that the time
seriesis random.

Autocorrelation Function for new annual
(with 5% significance limits for the autocorrelations)
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Fig. 4. The autocorrelation function of the annual rainfall
in Tamilnadu

Seasonality is defined as a pattern that repeats itself
over fixed intervals of times. For a stationary data,
seasonality can be found by identifying those
autocorrelation coefficients of more than two or three time
lags that are significantly different from zero. The
autocorrelation function of the annual rainfall of Tamilnadu
for first five lags is given table1 and the graph is shown in
fig.4. Since the time series considered here has the
autocorrelation coefficients which are near to zero, the
Tamilnadu annual rainfall series has no seasonality.
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Table 1. Autocorrelation function coefficient for first

five lags
Lag ACF T
1 0.031102 0.33
2 -0.055561 -0.58
3 0.011549 0.12
4 -0.154584 -1.61
5 -0.040724 -0.42

Box - Jenkins ARIMA Model identification can be
made through the autocorrelation function and partial
autocorrelation function plots. The autocorrelation plot
shows how values of the time series are correlated with
the past values of the series and the partial
autocorrelation measures the degree of association
between yt and yt+k when the effect of other time lags

1,2,3...k - 1 are somehow removed. The final part of

model identification is the check for white noise. This is
an approximate statistical test of the hypothesis that no
autocorrelation of the time series up to the given lag are

significantly different from zero.

For the annual rainfall in Tamilnadu, since the
autocorrelation function dies out rapidly, that s, it reaches
zero within one or two lag periods, the time series is
stationary. Hence there is no need of differencing.

Therefore d = 0. The partial autocorrelation function
decays exponentially and the corresponding
autocorrelation function coefficients are non-zero for first 4
lags, then it suggests that p=0and q = 4. For the partial
autocorrelation function plot and the corresponding
coefficients, refer figure 5 and table 2 and for
autocorrelation function plots and the corresponding
coefficients refer figure 4 and table 1. Hence the suitable
model for predicting the annual rainfall in Tamilnadu is

ARIMA (0,0,4).

Partial Autocorrelation Function for new annual
(with 5% significance limits for the partial autoccarrelations)
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Fig. 5. The partial autocorrelation function of the annual
rainfall in Tamilnadu
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Table 2. Partial autocorrelation function
coefficient for first five lags

Lag PACF T

1 0.031102 0.33
2 -0.056583 -0.59
3 0.015198 0.16
4 -0.159318 -1.67
5 -0.029139 -0.31

The following table 3 shows that the chi-square
values at different lag periods and the corresponding p
values are greater than 0.05. This is to check for white
noise. Since p values are greater than 0.05 the

hypothesis that that no autocorrelation of the time series
up to the given lag are significantly different from zero is

true. Using the Schwartz Bayesian Criteria, the suitable
ARIMA model was chosen. Hence the model, ARIMA
(0,0,4) is a suitable model. The stationary R - squared
value obtained while fitting this model is 0.077 and the
corresponding R - squared value is 0.077. The Modified

Box-Pierce (Ljung-Box) Chi-Square statistic values are
givenin the following table 3.

Table 3. Chi-square statistic values for
different lag periods

Lag 12 24 36 48
Chi- 6.3 18.1 23 30.3
Square

DF 7 19 31 43
P-Value | 0.509 | 0.518 [ 0.848 | 0.928

The Mean Absolute Percentage Error (MAPE) measure
is given by

N IE|
2 -
t=1 Yt
V=T 110 D G —— [5]
N

where Y, and E, represent desired outputs and
corresponding errors att=1,2,...,.N respectively. Forthe
model ARIMA (0,0,4), the error measure, Mean Absolute
Percentage Error is 11.7706 for the training data and
14.8981 for the testing data which shows that the fit is a
good fit.

B. Artificial Neural Network Training

The objective of the training is to find the set of weights
between the neurons that determines the global minimum
of the error function. Training involves the following
steps: Deciding the number of iterations, selection of
learning rate and the momentum values. In this paper,
three predictors for the year Y are used to predict the
annual rainfallin Tamilnadu in the year (Y + 1). The three
predictors are the Tamilnadu Rainfall amount in the
Northeast Monsoon, Tamilnadu Rainfall amount in the
Southwest Monsoon and the annual Rainfall in Tamilnadu.
For developing an Artificial Neural Network model, the
whole dataset is divided into training set consisting of
110 years (1871 - 1980) and testing set consisting of
26 years (1981 -2006).

First, using Gradient Descent Algorithm, a three
layered architecture was constructed with three units in
the input layer, three units in the hidden layer and one unit

in the output layer. Activation functions are mathematical
formulae that determine the output of the processing unit.
Each input takes its net input and applies an activation
function on it. Transfer functions such as sigmoid are
commonly used since they are nonlinear and continuously
differentiable which are required for network learning. In
this algorithm, the sigmoidal function is chosen in the

hidden and the output layers as the activation function.
The sigmoid function is given by

1
ofy) = e

1+e-V

This transfer function produces an output between 0
and 1. Thus the output is a smooth function of the inputs.
Every cycle in which each one of the training patterns is
presented once to the neural network is called an epoch.
The data was trained upto 1000 epochs. After the training
process, the Neural Network was tested over the test set.
The mean absolute percentage error obtained in both
training and testing sets are given in table 5. The
architecture of the Artificial Neural Network trained using
Gradient Descent Algorithm for the annual rainfall in
Tamilnadu is shown infig 6.
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Hiddan layar activatson function: Sigmoid
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Fig. 6. Architecture of an ANN model using Gradient
Descent Algorithm for Tamilnadu annual rainfall series

Table 4. Table showing the parameters of the various
learning algorithms of ANN

Parameters SCG GDA RBF
Number of Layers 3 3 3
Number of Input 3 3 3
Nodes
Number of Output 1 1 1
Nodes
Number of Hidden 3 3 6
Nodes
Activation function | Sigmoid | Sigmoid | Softmax
in the Hidden Layer
Activation function | Sigmoid | Sigmoid | Identity
in the Output Layer

Secondly, the Artificial Neural Network was trained
through the scaled conjugate gradient algorithm with a
three layered architecture. The number of units in the input
and the hidden layers are three whereas in the output layer
it is one. The activation function in the hidden and the
output layers was sigmoidal. The data was trained upto
1000 epochs. The training was tested using the test data
set. The results of the error measure, MAPE obtained in
the training and testing are tabulated in table 5.

Fig. 7. Architecture of an ANN model using Scaled
Conjugate Gradient Algorithm for Tamilnadu annual
rainfall series.

Finally, the Artificial Neural Network was trained with
the Radial Basis Function algorithm. The three layered
architecture of Radial Basis Function consists of three
input units, six hidden units and one output unit. After the
training, it was tested with the test data set. The mean
absolute percentage error obtained during training and
testing is tabulated in table 5.

MNortheast |~ | annual |

southwest

=
3
8
H

Hidden layer activation function: Softmax

Cutput layer activation function: ldentity

Fig. 8. Architecture of an ANN model using Radial Basis
Function for Tamilnadu annual rainfall series

Error-correction learning rules in supervised learning
uses the difference between the correct and actual output
patterns to adjust connection weights with the aim of
reducing this error. The following table shows the Mean
Absolute Percentage Error measure obtained during the
training of the network through the various learning
algorithms and the corresponding testing error measures.

Table 5. Table showing the values of the error
measure, MAPE of the models

Models of Training Testing
ANN error error
(MAPE) (MAPE)

GDA 5.1448 6.6061
SCG 5.352 6.5063
RBF 0.4526 0.3926
ARIMA 11.7706 14.8981
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Fig. 9. Graph showing the predicted values of annual
rainfall in Tamilnadu using Radial Basis Function.
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Fig. 10. Graph showing the observed and the fitted
values of annual rainfall in Tamilnadu using
ARIMA(0,0,4).

VI. CONCLUSION

Traditional statistical time series forecasting methods,
including moving average, exponential smoothing, and
Auto-Regressive Moving Average (ARMA), all assume
stationarity of the time series. But Artificial Neural
Networks do not have any stationarity constraint on the
time series to be learned and predicted. It has highly
flexible nonlinear regressive structure to fit the target
pattern space. For some real world problems, Artificial
Neural Network will never replace the existing
conventional techniques but because of the fast growing
applications it can be an alternative to those existing
techniques. The Radial Basis Function algorithm gives
better forecasting as the MAPE value is the least of the four
techniques discussed, for the analysis of the annual
rainfall in Tamilnadu. In contrast, ARIMA model which is
supposed to be a powerful tool had the largest MAPE
value despite satisfying so many constraints.
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